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ABSTRACT

This study evaluates the efficiency gains in forecasting of using disaggregated data in time series modeling compared to high levels of aggregation. This represents an important topic for agribusinessmen and farmers because it could provide them with insights on how to obtain more accurate predictions. This information then can be use to improve their hedging and negotiation strategies. In our research, we simulated commodity prices and evaluated them under different leves of temporal aggregations are tested (weekly, monthly and annually). The objective is to test whether models based on disaggregated data can produce better price forecasting than the corresponding model using a higher level of aggregation. For example, we test if weekly models can predict better monthly prices than monthly models. Then, we use time series methods to model the prices and select the best estimators at each aggregation level and commodity. For the commodity prices under different sample sizes and long time series, models based on disaggregated levels effectively provided an efficiency gain in forecasting. Among these levels, the best models were the weekly models. The same behavior was consistent across all possible levels of aggregations.
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An efficient forecast is defined as the prediction from an optimal model that is as close as possible to the true experimental value in a particular period of time (Nordhaus 1987). A way to improve the forecasting efficiency that has been overlooked in practice is to select an optimal level of data aggregation for building the model and then making the desired forecast.

Important potential areas of application of improved forecasting efficiency are commodity and financial markets which are extremely important for the economic performance of the agricultural sector in many countries. Since timing and volatility play important roles in commodity markets, an unexpected change in prices can have significant impact on investors’ revenues due to the large volume of these commodities being traded in both the cash and futures markets (Gjølberg and Bengtsson 1997). Hence, better predictions of the cash prices would lead to better decision making by:

- Agribusiness investors, who can compare production costs with future prices and decide on their levels of production of alternative commodities or whether or not to hedge in options and futures markets and also can help them decide which type of crop is better to be planted at that time period.
- Banking lenders, because this information could help them assess whether the borrowers would be able to re-pay their production loans and interest.

In other words, a more efficient model in price forecasting could represent millions of dollars in these commodity sectors because being one more percent accurate could mean significant gains when multiplying by the quantity produced.
For approximately four decades, the forecasting efficiency gains that can be obtained by building time series models in which the data are optimally aggregated has been studied sporadically. Several theoretical papers have (i) evaluated short-order univariate and/or multiple time series models (Amemiya and Wu 1972, Tiao 1972, Lütkepohl 1987, Koreisha and Fang 2004) and (ii) suggested new measurements and formulations for the evaluation of prediction efficiency (Lütkepohl 1987). These studies showed forecasting efficiency losses due to data aggregation.

Recently, two studies have covered empirical applications. The first one, by Ramirez (2012), investigated the effects of aggregating observations in US oil spot price and US Federal fund rate. The second one, by Pena-Levano and Ramirez (2012), explored the effects of the level of aggregation on agricultural commodities (i.e. cotton, corn and livestock). Their conclusions were similar: higher level of frequency of aggregation is more efficient when forecasting aggregated prices than using the respective aggregated level.

Nevertheless, the literature has not explored (i) the importance of the sample size in forecasting efficiency, (ii) longer univariate (ARMA) models, and, (iii) use a more realistic assumption of the error terms in the application of commodity price forecasting. These shortcomings can be attributed to the complexity of theoretical evaluation of long time series models and data limitations. Thus, in order to provide a generalization of the forecasting efficiency in favor of the disaggregated models, we evaluate both: univariate time series varying sample sizes to evaluate the conclusions of the empirical and theoretical literature.

This can be done using Monte Carlo simulation for commodity price predictions. From this perspective, the study aims to improve our understanding on forecasting
efficiency and its interaction with disaggregation levels and sample sizes, and thus corroborate both, previous theoretical and empirical works.

**Literature review**

*Theoretical temporal aggregation studies*

The potential efficiency gains in forecasting as a result of the temporal disaggregation of the data have been sporadically explored during the previous four decades. Amemiya and Wu (1972) were the first ones in investigating disaggregated series, they formulated a measurement for forecasting efficiency losses due to data aggregation using shot-order autoregressive [AR(1) and AR(2)] processes.

Tiao (1972) conducted similar analyses using shot-order moving average [MA(1) and MA(2)] processes, he showed that for short-term predictions in non-stationary series, the gain in forecasting accuracy could be significant when disaggregated data is used. Lütkepohl (1987) analyzed theoretically different aggregation levels using short vector ARMA models assuming that the true parameters were unknown. He compared the Mean Squared Error (MSE) of the predictions from disaggregated [short VARMA with bivariate MA(2)] versus the aggregated models [short VARMA with bivariate MA(1)]. His results suggested that aggregated forecast from a disaggregated VARMA models were more accurate than the aggregated forecast from their correspondent aggregated VARMA models.

More recently, in the previous decade, Koreisha and Fang (2004) evaluated the forecasting efficiency contrasting also aggregated models and different disaggregation levels. In their theoretical evaluation the data series it was used short-order ARMA [(2,1)
and (1,2]) processes. They concluded that the disaggregated (monthly) model had a better performance than the aggregate (quarterly) model in forecasting quarterly values. Hence, a quarterly model could be used to improve the performance of the quarterly predictions.

**Empirical studies**

The first comprehensive empirical study of the forecasting of disaggregation was conducted by Ramirez (2012) who investigated the effects of aggregating weekly observations of four data series (US oil spot price, US Federal fund rate, US/Japan exchange rate and 10-year US bond yield) to forecast monthly, quarterly and annual values using long-order ARMA models. Using the MSE of the out-of-sample forecasts as a criterion for comparison between models based on different levels of data aggregation, he found consistent and substantial efficiency gains when disaggregated models are used for prediction instead of aggregated models. Specifically he showed that the weekly models produce more accurate monthly, quarterly and annual price predictions than the corresponding monthly, quarterly and annual models; the monthly models yield more precise quarterly and annual predictions than the corresponding quarterly and annual models; and the quarterly models render more accurate annual predictions than the corresponding annual models.

Pena-Levano and Ramirez (2012), explored the effects of the level of aggregation on US agricultural commodities (i.e. cotton, corn and livestock) using also long-order ARMA models. Their conclusions were similar to Ramirez (2012): disaggregated models provided better forecasting than their corresponding aggregated model.
Our study takes into consideration the methodology followed by the theoretical studies and the particular characteristics of the commodity pricing such as cyclical behavior, distribution of the error term, and trend. Thus, we provide with a more comprehensive study that overcomes the limitations of their predecessors by building a Monte Carlo simulation with varying sample sizes and order of the ARMA and VARMA models.

Methodology

In this study we use Monte Carlo simulation methods for the data generating process to compare the disaggregated versus the aggregated models under various conditions. The main interest is the forecasting efficiency difference between both frequency levels.

Here, we first explore the univariate time series case. We vary the order of the ARMA models and the sample sizes. We assume that the prices were homoscedastic and followed a log normal distribution. A total of 8 scenarios for the weekly model were a result of:

- 4 orders of stationary ARMA models: AR(4), AR(12), ARMA(4,1) and ARMA(8,2)
- 2 sample sizes (960 [small] and 9600 [large] weekly observations),

We worked under the assumptions of having 3 levels of aggregations: weekly, monthly and annual. We built the simulation based on the weekly observations and then we aggregated them into monthly and annual observations and estimated their respective optimal monthly and annual models. For the ease of the aggregation procedure, we considered 4 weeks were equivalent to 1 month, and 12 months were equal to 1 year.
The selection of the monthly and annual models were based on the Akaike Information Criterion [AIC] (Akaike 1998) and Parsimony criterion (e.g. models with the least number of parameters). We also evaluated the independence of the error terms by testing for autocorrelation using Ljung-Box Pagan test. The null hypothesis (H₀) assumes independence. If its residuals were not independent according to this test, the model couldn’t be selected as the best specification (Ljung and Box 1978, Box and Pierce 1970). Thus, the best model was selected according to have one of the lowest AIC value while being parsimonious and exhibiting independent errors.

The comparison of forecasting efficiencies between two ARMA models was based on the minimum squared errors (MSE) of the models (Amemiya and Wu 1972, Nijman and Palm 1990). This criterion was the based for the out-of-sample forecasting test, in which we take 20% of the observations for the test.

In the comparison in forecasting efficiency of the two models, one of them was an aggregated model used to forecast an aggregated value, and the other one was a less aggregated ARMA model used to forecast the same aggregated value. For example, we compared the monthly forecast efficiency of the monthly model versus the monthly forecast efficiency from weekly model (i.e. four forecast weeks were averaged to obtain the monthly forecast). Thus, we used a similar structure as Ramirez (2012), and Pena-Levano and Ramirez (2012) to choose the preferred level of aggregation: the lower the MSE, the more efficient the model.
Results and discussion

In this section, we provide the results from the estimations explained in the previous section. Here we show the comparison in accuracy between the models selected for each of level of aggregations and sample size.

Models selected

Table 1 presents the best model orders selected for each of the series according to the AIC and parsimony criteria for the weekly, monthly, and annual aggregation levels. Specifically, we show the models with the orders that achieved very low AICs while being reasonably parsimonious and exhibiting independently distributed residuals.

<table>
<thead>
<tr>
<th>True Model</th>
<th>n</th>
<th>Weekly AIC</th>
<th>Monthly AIC</th>
<th>Annual AIC</th>
<th>Independence test</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR(4)</td>
<td>960</td>
<td>AR(4) 429</td>
<td>AR(1) -232</td>
<td>AR(1) -70</td>
<td>0.26</td>
</tr>
<tr>
<td>AR(4)</td>
<td>9600</td>
<td>AR(4) 4085</td>
<td>AR(1) -2880</td>
<td>AR(1) -753</td>
<td>0.99</td>
</tr>
<tr>
<td>AR(12)</td>
<td>960</td>
<td>AR(12) -8454</td>
<td>AR(3) -1984</td>
<td>AR(1) -125</td>
<td>0.80</td>
</tr>
<tr>
<td>AR(12)</td>
<td>9600</td>
<td>AR(12) -84019</td>
<td>AR(3) -19512</td>
<td>AR(1) -1246</td>
<td>0.93</td>
</tr>
<tr>
<td>ARMA(4,1)</td>
<td>960</td>
<td>ARMA(4,1) -4041</td>
<td>ARMA(1,1) -1107</td>
<td>AR(1) -100</td>
<td>0.56</td>
</tr>
<tr>
<td>ARMA(4,1)</td>
<td>9600</td>
<td>ARMA(4,1) -40201</td>
<td>ARMA(1,1) -11011</td>
<td>AR(1) -1126</td>
<td>0.82</td>
</tr>
<tr>
<td>ARMA(8,2)</td>
<td>960</td>
<td>AR(5,1) -4007</td>
<td>AR(3) -520</td>
<td>ARMA(1,1) -73</td>
<td>0.79</td>
</tr>
<tr>
<td>ARMA(8,2)</td>
<td>9600</td>
<td>AR(8,2) -39863</td>
<td>AR(3) -4926</td>
<td>ARMA(1,1) -597</td>
<td>0.99</td>
</tr>
</tbody>
</table>

AIC refers to the AIC criterion. For the independence test, we tested the Box-Ljung test for the residuals of the weekly model. N = number of weekly observations.

From the above results, it is evident that as the data are more aggregated, the orders of the ARMA models become shorter, which is similar to what was observed in Ramirez (2012) and Pena-Levano and Ramirez (2012). Likewise, the estimated weekly models provided similar coefficients and orders compared to the true model, except in the case of ARMA(8,2) under 960 observations. This is because the coefficients of the last terms were
close to zero, and under a low number of observations, the model estimated them as zero values.

As expected, larger the number of observations drives higher the multiplied effect of the AIC. Additionally, all of the selected models presented independency among their error terms according to the Box-Ljung test. Interestingly, higher the number of observations led to a higher level of p-value for independence. Thus, all the selected ARMA models fulfilled the three previously outlined criteria: having one of the lowest possible AICs as well as low number of parameters (parsimony criteria) and independent error terms.

The comparison between models: The out-of-sample test results and MSE

Tables 2 display the results of the one-period-ahead forecasting contests to predict monthly time series. Here we compared the disaggregated weekly model versus the aggregated monthly models.

Table 2. Results of comparison between weekly and monthly models

<table>
<thead>
<tr>
<th>Monte Carlo Model</th>
<th>n</th>
<th>Comparison between models (MSE)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>W - M</td>
<td>M - M</td>
<td>Δ%MSE (W-M)</td>
<td></td>
</tr>
<tr>
<td>AR(4)</td>
<td>960</td>
<td>0.196</td>
<td>0.122</td>
<td>-60%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9600</td>
<td>0.185</td>
<td>0.138</td>
<td>-34%</td>
<td></td>
</tr>
<tr>
<td>AR(12)</td>
<td>960</td>
<td>0.002</td>
<td>0.004</td>
<td>60%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9600</td>
<td>0.002</td>
<td>0.004</td>
<td>65%</td>
<td></td>
</tr>
<tr>
<td>ARMA(4,1)</td>
<td>960</td>
<td>0.012</td>
<td>0.020</td>
<td>38%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9600</td>
<td>0.015</td>
<td>0.025</td>
<td>40%</td>
<td></td>
</tr>
<tr>
<td>ARMA(8,2)</td>
<td>960</td>
<td>0.056</td>
<td>0.070</td>
<td>20%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9600</td>
<td>0.014</td>
<td>0.202</td>
<td>93%</td>
<td></td>
</tr>
</tbody>
</table>

W-M: Estimated weekly model used to predict monthly price
M-M: Monthly model used to forecast monthly price
This table shows the mean square error (MSE) of each model under the out-of-sample forecasting. The number of observations used for this test is 20% of the total observations (n). Δ%MSE is the difference between the disaggregated vs. aggregated model to predict aggregated prices. A positive number reflects the benefit of using a disaggregated model.
The comparisons show that there are substantial efficiency gain when using the AR(12), ARMA(4,1) and ARMA(8,2) weekly models to forecast complex monthly prices relative to the monthly AR(3), ARMA(1,1) and AR(3), respectively, under large sample sizes (n=9600 weeks or 20 years of data). Likewise, there is a significant gain in using the weekly models over their respective monthly models for monthly quarterly prices (between 20-60% gain), which corroborates the results of Ramirez (2012) and Pena-Levano and Ramirez (2012). Nevertheless, when the time series is relative not complex [i.e. the true model is AR(4)], the conclusion is reversed. This suggests that under short ARMA disaggregated orders, there is no gain from forecasting using the disaggregated model.

Table 3. Results of comparison of forecasting annual models

<table>
<thead>
<tr>
<th>True Model</th>
<th>n</th>
<th>Comparison between models (%MSE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>W - A</td>
</tr>
<tr>
<td>AR(4)</td>
<td>960</td>
<td>0.121</td>
</tr>
<tr>
<td>AR(12)</td>
<td>960</td>
<td>0.000</td>
</tr>
<tr>
<td>ARMA(4,1)</td>
<td>960</td>
<td>0.002</td>
</tr>
<tr>
<td>ARMA(8,2)</td>
<td>960</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>9600</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>9600</td>
<td>0.007</td>
</tr>
</tbody>
</table>

W-A: Estimated weekly model used to predict annual prices
M-A: Monthly model used to forecast annual prices
A-A: Annual model used to forecast annual prices
This table shows the mean square error (MSE) of each model under the out-of-sample forecasting. The number of observations used for this test is 20% of the total observations (n). Δ%MSE is the difference between the disaggregated vs. aggregated model to predict aggregated prices. A positive number reflects the benefit of using a disaggregated model.

In the case of annual forecasts, the results show a similar trend. For the short order time series [AR(4)], the results show that the monthly model performed better than the monthly model to forecast the annual prices. Interestingly, the results for the comparison
between monthly and annual prices is not that conclusive. When looking at small sample sizes, the monthly model did a better job, but the situation was reversed under large sample sizes. A possible explanation of this lack of conclusiveness is likely due to an insufficient number of observations of annual comparisons. That is, there are only 20 observations available for the annual forecasting versus 240 for the monthly comparisons under low sample size, whereas ten times more observations were used in both cases when there is large number of observations.

In contrast, overall, for the long order AR and ARMA models, the most disaggregated models performed better than their corresponding aggregated models, and additionally higher the level of disaggregation led to higher accuracy in the forecasting. This can be attributed to the fact that under a complex time series, a disaggregated model can capture better the variation of the previous prices and thus be more precise.

In summary, the results for time series are consistent with each other in the fact that a disaggregated model, on average, it is on average preferred because it gives a more efficient forecast when the price series is complex. This is consistent with Tiao (1972), Amemiya and Wu (1972), Koreisha and Fang (2004) and Ramirez (2012) studies. In contrast, under simpler time series, an aggregated model can perform better. In practice, the first case is a more realistic scenario, because price modeling is complex in nature and, as used in Pena-Levano and Ramirez (2012), prices are generally modeled under long ARMA models.
Conclusions and direction of future research

Data simulated through Monte Carlo simulation were evaluated in this study under two different factors: sample size and order of the time series. The price commodities behaved under log normal distribution which is the common criterion for pricing commodities and stocks which is common in agricultural applications. The time series were selected to be stationary and homoscedastic, thus not transformations or GARCH modeling was required.

The commodity prices were aggregated into three different levels of aggregation: weekly, monthly and annual, with two sizes of samples (20 and 200 years of observations) under long and short ARMA models. The simulated series were used to estimate the models according to AIC and parsimonious criteria in which it was verified that the residuals were independent and identically distributed.

Under the different scenarios, disaggregation levels effectively provided an efficiency gain in forecasting under long ARMA models and large sample sizes, and the best models for this, in the three commodities were the weekly models. The same behavior was consistent for small sample sizes and long ARMA models.

Interestingly, the conclusion is reversed for short AR models. One explanation of is that for this case, due to the simplicity of the time series, it is not necessary to use a disaggregated version. Thus, an aggregated version is sufficient to capture more optimally the variation of the time series.

The results were consistent with the previous theoretical studies of Tiao (1972), Amemiya and Wu (1972), Koreisha and Fang (2004) using short-order ARMA models. The
results were also consistent with the empirical study of Ramirez (2012) in oil prices, bond yields, exchange and federal fund rates, and Pena-Levano and Ramirez (2012) for commodity price forecasting.

For agriculture, the most appropriate modeling involves generally high order time series modeling due to the complexity of the commodity pricing. Therefore, our study suggests that it would be more appropriate to use a more disaggregated model in order to achieve a higher performance in forecasting aggregated series.
REFERENCES


